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ABSTRACT
The field of eXplainable Artificial Intelligence (XAI) has become a hot topic exam-
ining how machine learning models such as neural nets and deep learning techniques
can be made more understandable to humans. However, there is very little research
on XAI for the arts. This chapter explores what XAI might mean for AI and art
creation by exploring the potential of XAI for music generation. One hundred AI
and music papers are reviewed to illustrate how AI models are being explained, or
more often not explained, and to suggest some ways in which we might design XAI
systems to better help humans to get an understanding of what an AI model is doing
when it generates music. Then the chapter demonstrates how a latent space model
for music generation can be made more explainable by extending the MeasureVAE
architecture to include explainable attributes in combination with offering real-time
music generation. The chapter concludes with four key challenges for XAI for music
and the arts more generally: i) the nature of explanation; ii) the effect of AI mod-
els, features, and training sets on explanation; iii) user centred design of XAI; iv)
Interaction Design of explainable interfaces.
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With few exceptions, music has been
for some centuries the art which has
devoted itself not to the reproduction
of natural phenomena, but rather to
the expression of the artist’s soul, in
musical sound.

(Kandinsky, 1912)
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1. Introduction

Music is a fundamental element of intangible cultural heritage and a form of artistic
expression found in all cultures. It has been an application of Artificial Intelligence
(AI) since before the birth of digital computers with the potential of computing ma-
chines to create complex music noted as early as 1843 by Ada Lovelace (1843). AI
is now deployed across all the culture cycle stages (Pessoa & Deloumeaux, 2009) of
music creation, production, dissemination, exhibition/ reception/ transmission, and
consumption/ participation. In this chapter we focus on AI for music creation (gen-
eration) rather than its role in other culture cycle stages such automated mixing
(De Man, Reiss, & Stables, 2017) in music production.

Early uses of AI for music creation typically employed probabilistic models to com-
pose music offline, e.g. the Illiac Suite composed by AI created by Lejaren Hiller and
Leonard Isaacson in 1957 (Hiller & Isaacson, 1957). Increased computing power and
speed over the following decades opened up opportunities for real-time music gener-
ation by AI and human-computer interaction with probabilistic AI models (Pachet,
2003). Machine Learning, and more specifically Deep Learning models have gained
popularity in recent years as larger datasets and more computational power have be-
come increasingly available. Although Deep Learning generative AI models have been
shown to produce compelling music (e.g. Dinculescu, Engel, and Roberts (2019)’s
MidiMe), they require large amounts of training data (usually more than 1m musi-
cal notes) and computational time (often days) and are typically difficult to control
in meaningful ways (Bryan-Kinns et al., 2021). In contrast, probabilistic approaches
such as multi-order multi-feature Markov models e.g. Whorley and Laney (2020) offer
more controllable music generation with lower dataset and computational require-
ments offering more opportunity for real-time interaction, but their outputs are often
less novel.

Regardless of the underlying AI paradigm, the complex nature of generative AI
models typically require users have in-depth knowledge of AI techniques in order to
successfully manipulate the models to create new content beyond trial and error. Com-
pounding this problem, generative music models typically do not offer user interfaces
which provide insight into how the music is generated or how the generation can
be controlled or influenced. The result of this is that many generative models leave
musicians feeling disconnected from the creative process, making them inaccessible to
anyone besides the creator, much as is found with Digital Musical Instruments (Benyon
& Macaulay, 2002; Morreale & McPherson, 2017; Wallis, Ingalls, Campana, & Vuong,
2013). Without an understanding of their input or succinct ways to influence models,
artists may also be unable to find or own their own role in the creative process —
whether as collaborator, controller, designer, or merely recipients of generated output
(Long, Padiyath, Teachey, & Magerko, 2021a; Louie, Coenen, Huang, Terry, & Cai,
2020b).

In this chapter we explore how generative music models can be made more un-
derstandable and controllable by users, especially users who are musicians. We focus
on the use of AI rather than creation of new AI models per se and engage directly
with discourse on Human-Centred AI (HCAI; (Garibay et al., 2023)), specifically the
concerns of explainable AI (XAI (Gunning, 2016)) and how AI models can be created
which are more interpretable by humans. First we outline XAI and HCAI research
and their potential to inform more human-centred generative AI music systems. We
then summarise a systematic review of the explainability of 100 generative AI models
for music to illustrate state-of-the-art. Following this review we introduce our imple-
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mentation of an XAI generative music system and use this to illustrate the potential
of XAI for music. We conclude by identifying key research challenges in XAI for music
generation, and XAI for the arts more broadly.

2. Related Work

Music is made and appreciated by humans and can be generated by AI. Whilst ap-
proaches such as Computational Creativity (Colton & Wiggins, 2012) explore the use
of AI to autonomously generate music (Carnovalini & Rodà, 2020) there has been
notably less research on how AI is designed and used for music making. This mani-
fests itself in an emphasis on AI autonomy and agency with little or no consideration
for human agency and value in the fundamentally human and socially constructed
endeavour of music making. For example, there is a lack of research on how generative
AI is used in music making practice (Xambó, 2022) or as new forms of musical in-
struments (Pelinski et al., 2022), and a lack of research on how human and AI agency
might contribute co-creation of music. To begin to address this gap, Jourdan and
Caramiaux (2023a, 2023b) recently published initial surveys of AI/ ML in the New In-
terfaces for Musical Expression (NIME) community, kicking off an important process
of exploring the role of AI in music. A promising route to redress this imbalance is to
draw on research from Human-Centered AI (HCAI; Garibay et al. (2023); Shneider-
man (2022)) given the inherently human-centered nature of music and music making.
HCAI aims to ensure that “advances in AI augment rather than replace humans and
improve their environment” (Garibay et al., 2023), with the goal to “amplify, rather
than erode, human agency” (Shneiderman, 2022). However, to date HCAI research
has predominantly focused on task-oriented AI applications such as medical decision
making or self-driving cars, and there is little research on HCAI for more open ended
activities such as the arts or creative practice. In this chapter we explore the potential
for HCAI approaches to make generative AI more human-centred. In particular we
explore one of the grand challenges of HCAI (Garibay et al., 2023) - how to design
more human-centered Human-AI Interaction.

A key issue for designing Human-AI Interaction is the increasing complexity and
obtuseness of AI models. This is a challenge which Explainable AI (XAI) (Gunning,
2016; Kozierok et al., 2021) sets out to tackle by making complex and difficult to
understand AI models such as neural networks and deep learning models more under-
standable to humans. In our view, increasing the explainability of a generative music
model supports increased human agency in music making with AI through, for exam-
ple, increased sense of control and influence over the AI music generation, and increased
levels of understanding and engagement with the music output and the AI itself. In
this view AI is framed as a semi-autonomous generative agent/ tool/ instrument for co-
creating music rather than an opaque and autonomous music generating system. XAI
approaches include generating understandable explanations of AI model behaviour,
structuring and labelling features of AI models to make them more understandable,
and creating simpler, more understandable models which approximate the behaviour
of complex AI models (ibid.). However, as with HCAI more broadly (Garibay et al.,
2023), XAI research has predominantly examined the explainability of task-oriented
AI systems such as AI medical diagnosis (Quellec et al., 2021), autonomous vehicles
(Du et al., 2019; Shen et al., 2020), and AI models of consumer behaviour (Sajja et
al., 2021) with no research exploring XAI for the arts and creativity to date.

Unfortunately the term explanation is ambiguous and variously defined in XAI
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research, but nevertheless a brief review of a few noteworthy definitions helps to con-
textualise the idea as used in this chapter. Ciatto, Schumacher, Omicini, and Calvaresi
(2020) defines explaining as being “the activity of producing a more interpretable ob-
ject X ′ out of a less interpretable one, namely X” where interpreting X is the activity
of “assigning a subjective meaning to X” (ibid.). This aligns with Guidotti et al.
(2018)’s definition of the interpretability of an AI model as the ability “to provide the
meaning in understandable terms to a human”. Nyrup and Robinson (2022) focus on
the context of explainability: “In the conversational context C, a given phenomenon
(model, system, prediction, ...), P, is explainable by an explainer, S, to an audience,
A, to the extent S is able to convey information to A that enables A to draw infer-
ences about P that are needed to achieve the purposes that are salient in C” (Nyrup
& Robinson, 2022). They emphasise explanatory pragmatism, arguing that explana-
tions can never be generalised, and instead must be culturally and socially situated
and context-sensitive. For music, XAI should thus enable understandings of AI that
are meaningful within the musical culture and its broader context, balancing human
control and AI autonomy to augment – rather than replace – musicians and their tools
(Shneiderman, 2022). In this chapter we focus on how to make generative AI models
more interpretable so that humans, and especially musicians, can better understand
and control the music generation of an AI.

There are very few XAI systems for music, and the arts in general, which means that
there is very little indication of what makes a good XAI for music or how XAI might
support more co-creative generative systems. Moreover, there are three key challenges
to applying XAI to generative music:

(1) As outlined above, most current XAI research focuses on functional explanations
of AI models (e.g. why an AI is 90% sure about its prediction), so we cannot
simply apply XAI design principles to AI Music systems.

(2) The majority of XAI research offer design guidelines for explainability (Liao,
Gruen, & Miller, 2020) or theories of explanation (Andres et al., 2020), but very
few describe the implementation of explainable systems meaning that there are
few XAI systems to build from.

(3) Possibly most importantly, using XAI in creative endeavours such as music
presents a philosophical conundrum in which we must ask ourselves what it
might actually mean to understand a creative AI system. For example, when
musicians co-create music together they rely on intuition and non-verbal cues
to manage the interaction (Healey, Leach, & Bryan-Kinns, 2005) rather than
objective explanations of the rationale for each musical contribution made as
may be suggested by some XAI frameworks. Given the reliance on subjective
and ambiguous information in human music making we need to question what
the nature of explanation in creative settings might be.

We envision that XAI could support the role of AI and generative systems as having
a collaborative and iterative role in the creative process. Much like a group of musicians
interacting together, there should be an element of dialogue where musicians can
easily identify the AI’s contributions and possibly decisions, at least from a high level.
AI might function as other controllable or playable “instruments” in digital musical
systems; like a musical effects plug-in in a digital audio workstation (DAW), the user
might not need to understand everything down to the algorithmic level but should be
able to relate what the system is contributing to their own input.

We also believe XAI can be beneficial by not dictating the creation process or a “cor-
rect” approach. AI could function in defined roles within its existing musical culture
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so that users know what to expect and can negotiate AI’s input into existing under-
standing; for instance, developing and iterating on counterpoint or accompaniment
parts with the user’s defined melody, as an arranger might do, or offering manipulated
phrases to assist in improvisation, like another member of the band. Musicians are still
given agency over the creative process, without all elements being fully automated cf.
HCAI (Shneiderman, 2022).

2.1. Explainable AI and Generative Music

Artificial Intelligence has been used across the culture cycle stages (Pessoa & De-
loumeaux, 2009) of music from creation such as the Illiac Suite (Hiller & Isaacson,
1957) compositions, and composition experiments by the band Dadabots (Zukowski &
Carr, 2018), to consumption and participation such as George Lewis’s Voyager (Stein-
beck, 2022) improvisations, co-creative musical agents such as Spire Muse (Thelle &
Pasquier, 2021), and co-performance system such as Shimon the marimba playing
robot (Hoffman & Weinberg, 2010) shown in figure 1. However, to date there has been
no systematic review of the explainability of the AI models used in these systems. To
address this we undertook a survey of 100 recent AI music papers. Publication venues
reviewed included the New Instruments for Musical Expression Conference (NIME)
series and the Computer Music Journal. We started with the 94 papers reviewed in
Herremans, Chuan, and Chew’s (2017) review and removed 19 papers which were not
related to music or were inaccessible. We then added 12 papers published more re-
cently than the Herremans et al.’s (2017) review to capture state-of-the-art (Andres et
al., 2020; Benetatos, VanderStel, & Duan, 2020; Gillick & Bamman, 2021; Hazzard et
al., 2019; Long, Padiyath, Teachey, & Magerko, 2021b; Louie, Coenen, Huang, Terry,
& Cai, 2020a; Lupker, 2021; Malsattar, Kihara, & Giaccardi, 2019; Proctor & Martin,
2020; Roberts et al., 2019; B. L. Sturm, Santos, & Korshunova, 2015; Zhang, Xia, Levy,
& Dixon, 2021), making a total of 87 papers outlined in (Bryan-Kinns et al., 2021). To
complete the review for this chapter, we added an additional 13 papers (Agostinelli
et al., 2023; Bougueng Tchemeube, Ens, & Pasquier, 2022a; Caillon & Esling, 2021;
Dinculescu et al., 2019; Ford & Bryan-Kinns, 2022a; Huang et al., 2023; Manco, Bene-
tos, Quinton, & Fazekas, 2021; OpenAI, 2022; Rau, Heyen, Wagner, & Sedlmair, 2022;
Sarmento et al., 2023; Schneider, Jin, & Schölkopf, 2023; Vigliensoni, McCallum, &
Fiebrink, 2020; Wang, 2023) to represent state-of-the-art advances since (Bryan-Kinns
et al., 2021). There have been several systematic review of XAI systems e.g. Guidotti
et al. (2018), but these do not consider explainability within the creative domain.
Therefore we developed a classification of XAI for the arts which captures i) the role
of the AI; ii) the possible interaction with the AI; iii) what stage of grounding might
be inferred from the AI. These three categories draw on three existing frameworks as
detailed below.

The role of the AI. We used Lubart’s classification of the AI roles in creative settings
(Lubart, 2005) to classify the role of the AI as follows:

• Assistant: AI which takes care of music generation without interacting with
humans.

• Pen-pal: AI which engages in a back-and-forth interaction with humans e.g.
taking music as an input and responding with a musical output.

• Coach: AI which provides some guidance or suggestions as part of a musical
making process.

• Colleague: AI which engages in co-creation of music in a more fluid and nuanced
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Figure 1. Shimon the robotic marimba player. Image courtesy of Gil Weinberg.

manner than a pen-pal.

The role AI takes must negotiate the human desire to retain freedom and influence
in the creative process (Frid, Gomes, & Jin, 2020; B. L. Sturm, Ben-Tal, Monaghan,
et al., 2019). Indeed, Shneiderman (2022) suggests that people feel a great pride in
having control and being able to develop expertise, and is thus a crucial consideration
for designing AI tools for artistic contexts such as music. Noting the dialoguic and it-
erative aspects of human-human collaboration within the music making process (Suh,
Youngblom, Terry, & Cai, 2021), Lubart’s creative AI roles mirror their human equiv-
alents. While retaining human agency, AI can provide material and guidance within
the creative process in ways that parallel “traditional” music creation. For instance,
music creation in more aural traditions often involves sharing of melodic phrases and
copying or modifying them for new compositions; for instance, re-using licks and recre-
ating players’ styles in jazz improvisation. For example, Irish folk songs generated by
the deep learning model folk-rnn (B. L. Sturm & Ben-Tal, 2017) are performed and
evaluated in traditional musical practice settings as illustrated in figure 2. If AI is
responsible for replacing or augmenting the human’s role in an aspect of dialogue, it is
necessary to then evaluate it within its intended context, to see how well it fulfils that
role with respect to its musical culture (B. L. Sturm & Ben-Tal, 2017; B. L. Sturm,
Ben-Tal, Monaghan, et al., 2019).

Interaction with the AI. We draw on Cornock and Edmonds (1973)’s classification
of interaction with interactive art to identify 3 forms of interaction with generative AI
systems:

• Static: the output of the generative system does not change.
• Dynamic-Passive: the output of the generative model changes based on some
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Figure 2. Performance of “The Days are Getting Longer” by folk-rnn v2 + Sturm. Image courtesy of The
Society for the Preservation and Promotion of Machine Folk Music (v1.1).

data or time passing, but not in response to user input.
• Dynamic-Interactive: the output of the system changes based on user input.

The common ground with the AI. Drawing on Clark and Brennan (1992)’s cate-
gorisation of grounding in human communication we identify stages of what a person
might be able infer about an AI’s output state:

• Stage 0: there is no perceptible indication that the generative model has produced
some output.

• Stage 1: there is some perceptible indication that the generative model has pro-
duced output.

• Stage 2: there is indication of what kind of output has been produced by the
generative model.

• Stage 3: there is some indication of why the generative model produced the
output that it did.

In this view the explainability of a generative AI is a combination of the role that
the AI takes, the interaction that it offers to the user, and amount of grounding
that a person might be able to infer about the AI’s output. These three aspects are
entangled views on the nature of explainability. For example, a colleague AI would
involve more interaction than a pen-pal AI, and likely higher states of grounding
with the AI. Similarly, establishing higher states of grounding would likely require
more fluid interaction with the AI. The key point is that each of these categorisations
emphasises more real-time and fluid interaction with the AI, reflecting the way in
which we naturally interact with each other and the world around us.

Figure 3 summarises the results of our survey. We found that 77 of the 100 papers
generated music without any human collaboration - taking an Assistant role (figure 3a).
We also found that there were very few systems that offered real-time user interaction
(27 of 100), with most systems generating melodies from training data with no user
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Figure 3. Survey of 100 AI Music Papers

input once the AI model was started (figure 3b). Finally, we found that most models
reported in the research papers (84 of 100) offered only Stage 1 of grounding meaning
that a user would only be aware that some output was generated, but not what kind
of output nor why (figure 3c).

Whilst the majority of the papers we reviewed offered low levels of explainability
there are a number of notable outlier models which offered more collaborative, in-
teractive, and explainable models. For example, Shimon the robotic marimba player
(Hoffman & Weinberg, 2010) provides a real-time feedback loop within the generative
model as it listens to musicians in real-time and plays along in a collaborative manner,
more of a colleague than a pen-pal. Furthermore, the physical movement of Shimon
is designed to provide cues to the musicians on Shimon’s current and possible next
states, offering grounding of stage 2, though it does not explain why it made gener-
ative decisions (stage 3). Generative composition tools such as Hyperscore (Farbood,
Kaufman, & Jennings, 2007) also offer higher levels of grounding than most papers
reviewed. In Hyperscore generated music is suggested in a piano-roll notation within
the same interface that musicians create their compositions. In this way user may ob-
serve the connection between their musical input and the generative AI’s suggestions
(stage 2 of grounding). In addition, the real-time interaction with the composition
interface allows for trial-and-error modification and iteration of musical input and AI
responses allowing for some intuitive understanding of the AI models to be developed
(towards stage 3 of grounding) even though there is no explicit explanation of why the
AI generated the music that it did.

Besides being used for music generation in transfer learning paradigms (Banar &
Colton, 2021, 2022b; Payne, 2019), we found that Large Language Models such as
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ChatGPT (OpenAI, 2022) work in a pen-pal role in which the AI which responds to
text input by a user in a turn taking manner, and also offer some elements of coaching
role when asked for advice about music composition. However, whilst such an LLM
can be asked to explain aspects of its musical generation e.g. why it chose certain
chord combinations, the explanations are essentially post-hoc rationalisation of the
music that was generated, rather than explanations of how the generative model itself
worked. Such post-hoc rationalisations appear to focus on broad stylistic aspects of
the musical genres requested in the generation prompt and lacking nuance and detail
which is often understood – sometimes implicitly – amongst musicians in real-world
music making contexts. In this way the grounding that is offered by LLMs such as
ChatGPT is at stage 2 rather than stage 3 as might intuitively be expected. Image-
to-music generation systems (Banar & Colton, 2022a, 2023) where the AI responds
to visual inputs to generate music function in a similar pen-pal role but are less able
to offer explanation of their generative action given their use of visual stimuli for
interaction.

Overall, in our survey of AI music research we found that most systems offered little
explainability to users. Whilst there is perhaps a recent increase in the amount of (real-
time) interaction offered to users the complexity and opaqueness of contemporary deep
learning models still makes understanding what the generative AI model is doing, and
why, a challenge for AI research and Human-Computer Interaction.

3. Case Study: Explaining Latent Spaces for Generative AI Music

Given the lack of explainability in generative AI music models we have been exploring
the design, build, and use of a real-time generative music model based on the popular
Variational Auto Encoder architecture (VAE). A VAE consists of an encoder which
encodes training data into a multi-dimensional latent space which is then used by
a decoder to generate data (music in our case) in the style of the training data as
illustrated in figure 5. A key aspect of VAEs for interactive applications is that mod-
ifying values of the latent space dimensions will have an effect on the generated data
which are in keeping with the training data. For musical applications this means that
users can navigate around a latent space to generate variations of music in the style
of the training data e.g. (Louie, Cohen, Huang, Terry, & Cai, 2020; Murray-Browne
& Tigas, 2021b; Pati, Lerch, & Hadjeres, 2019; Thelle & Pasquier, 2021; Vigliensoni
et al., 2020). For example, Sonified Body (Murray-Browne & Tigas, 2021a, 2021b)
transforms a dancer’s movement into sound using the latent space of a VAE trained
on individual dancer’s movements. However a key challenge for explainable VAE sys-
tems is that unsupervised learning is used to create the latent space which means that
whilst users can navigate around the space there may be no meaningful connection be-
tween the movement in the latent space and the music produced resulting in low levels
of grounding. Moreover, retraining such models leads to different mappings (Murray-
Browne & Tigas, 2021a) making such latent spaces additionally opaque. Supervised
regularisation methods such as latent space regularisation (LSR) (Hadjeres, Nielsen,
& Pachet, 2017) have been used in training VAEs for user controlled generation of
images (Lample et al., 2018) and music (Pati & Lerch, 2019; Tan & Herremans, 2020)
offering more meaningful control of VAE based music generation through increased
structure and labelling of the models. In this chapter we explore how both interaction
and grounding can can be increased within one real-time generative system. For us,
the combination of real-time interaction coupled with meaningful exposure of the AI
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Figure 4. Sonified Body. Image courtesy of Tom Murray-Browne.

model is key to increased explainability.
We built our generative AI system (Bryan-Kinns et al., 2021) on the popular Mea-

sureVAE system (Pati & Lerch, 2019)1 in which a measure of music is represented as
24 characters including notes and rests. We trained it using publicly available music
from a single genre in keeping with current AI music generation research - in our
case 20,000 publicly available monophonic Irish folk melodies (B. L. Sturm, Santos,
Ben-Tal, & Korshunova, 2016). This training produces a latent vector of 256 latent
dimensions. To increase the explainability of the latent space we follow Pati and Lerch
(2019, 2020) and use LSR to force some dimensions of the latent space to represent
musical attributes. Specifically, we use meaningful musical features used in current
research following (Pati & Lerch, 2019, 2020) to demonstrate our approach:

• Rhythmic Complexity (RC): Toussaint (2002)
• Note Range (NR): maximum pitch minus minimum pitch
• Note Density (ND): number of notes in a measure
• Average Interval Jump (AIJ): the average of the absolute values of the interval
between adjacent notes in a single measure.

We assign these attributes to latent dimensions 0, 1, 2 and 3 respectively - see Figure
6. See (Pati et al., 2019) for a full description of MeasureVAE, and see (Bryan-Kinns
et al., 2021) for full details of our implementation.

For training of our model, as detailed in (Bryan-Kinns et al., 2021), we use use
Adam (Kingma & Ba, 2014) as the optimizer with learning rate = 1e-4, β1 = 0.9, β1
= 0.999 and ϵ = 1e-8. Training the model on a single GeForce RTX 2080 Ti GPU
takes an average of 2.5 hours per epoch for a total of 30 epochs following (Pati &
Lerch, 2019). The model achieves 99.87% reconstruction accuracy on the training set
and 99.68% accuracy on the validation set. The interpretability scores which measure
how well we can predict an attribute using only one dimension in the latent space

1https://github.com/ashispati/AttributeModelling licensed under Creative Commons Attribution-

NonCommercial-ShareAlike 4.0 International License.

10

https://github.com/ashispati/AttributeModelling


Encoder Decoder
Latent Space

Tr
ai

ni
ng

 D
at

a

G
en

er
at

ed
 D

at
a

🎶
🎶

🎶
🎶🎶
🎶

🎶
🎶
🎶

🎶
🎶🎶
🎶

🎶

Figure 5. A simplified Variational Auto Encoder architecture

Encoder Decoder
Latent Space

Regularised
dimensions

Figure 6. The simplified MeasureVAE with LSR

(Adel, Ghahramani, & Weller, 2018) average 0.92 (the closer to 1.0 the better): RC
0.80, NR 0.99, ND 0.99 and AIJ 0.91.

To support real-time interaction with our generative model we built a user interface
(UI) as a web application2 using React.js to demonstrate the interaction as illustrated
in figure 7. To provide real-time generative performance we sweep the four regularised
latent dimensions (representing the 4 musical attributes) and discretely take sample
values to generate 10,000 latent vectors for the 4 regularised dimensions. These are
then decoded into music sequences which are used to generate MIDI files, piano-rolls,
and MP3 files in advance. These pre-generated files are available online3. By combining
real-time interaction with more meaningful control using LSR we aim to increase the
explainability of our generative system.

The web app shows the input MIDI measure on the lefthand side of the UI, with the
generated output measure show on the righthand side (figure 7). The MIDI measures
can be listened and provide a way to audition the music. The main area of interaction
for the web app are the two 2D pads in the centre of the UI. These provide a visualisa-
tion of two pairs of regularised dimensions which also allow users to navigate within the
latent space and training sets. By moving the red dot around the 2D visualisation the
generated MIDI output is updated in real-time providing an interaction loop between
user and generative AI. Different pairs of dimensions can be visualised in the 2D pads
using the toggle buttons above the 2D pads allowing user to navigate across different
combinations of regularised dimensions - the left pad navigates Rhythmic Complexity
and Note Range whereas the right pad navigates Note Density and Average Interval
Jump. The visualisation also indicates where the input MIDI is located in the latent
space (not illustrated in the figure).

We suggest that our web app increases the explainability of the generative AI in two
ways as discussed below. Firstly it exposes the latent space of the generative model
to users in meaningful ways through visualisation and latent semantic regularisation

2https://xai-lsr-ui.vercel.app/
3https://github.com/bbanar2/Exploring{ }XAI{ }in{ }GenMus{ }via{ }LSR
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Figure 7. Screenshot of the web application user interface from Bryan-Kinns et al. (2021)

using musical features. Secondly, the real-time interaction of the UI allows for users
to develop an understanding and intuition of how the AI model generates music in
relation to the input music and the control parameters.

3.1. Visualisation

The web app displays two visualisations of the training data and latent space in the
centre of the UI based on the visualisations by (Pati & Lerch, 2019) as illustrated in
figure 8. The left hand plot in the UI can be toggled to show one of 8a, b, or c. Similarly,
the user can select one of 8d, e, or f to be shown in the right hand visualisation in
the UI. The training data plots (8a and 8d) indicate how many items in the training
set have contributed to the selected location in the latent space with brighter colours
indicating more items. The visualisations of the latent space 8b, c, e, and f show the
musical attribute values for our regularised dimensions e.g. 8b shows the Rhythmic
Complexity (RC) of music generated by plotted across all values of latent dimension
0 (RC) and 1 (NR) as a 2D plot. Again, brighter colours indicate higher values. These
surface maps give an indication of how the regularisation technique works and suggest
to users areas in which to explore different musical features. As movement in the
visualisations generates music in real time the surface maps offer grounding stage 2
- provide an indication of the kind of music that was produced in response to user
input. Furthermore, the visualisation offers an opportunity for users to learn about
the mappings from latent space to music generation and to start to develop inference
about possible kinds of music produced in different areas of the maps. This then
moves the explainability of the AI from stage 2 towards stage 3 where the might
develop some understanding of why the AI generates the music it does for different
parts of the latent space. An explanation of the link between latent space and music
generated is not made explicitly, but rather there is the potential for users to infer
an understanding of this link through interaction with the visualisation. By providing
visualisations of the latent space we move beyond the explainability of other generative
models which allow users to interact with latent space but do not visualise the space
itself e.g. (Murray-Browne & Tigas, 2021b; Thelle & Pasquier, 2021; Vigliensoni et al.,
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(a) TDRCNR (b) RC (c) NC

(d) TDNDAIJ (e) ND (f) AIJ

Figure 8. Visualisations from (Bryan-Kinns et al., 2021): a) Training Data visualised in terms of rhythmic

complexity and note range (TDRCNR); b) Rhythmic Complexity surface map (RC); c) Note Range surface
map (NR); d) Training Data visualised in terms of note density and average interval jump (TDNDAIJ); e)

Note Density surface map (ND); f) Average Interval Jump surface map (AIJ)

2020).

3.2. Real-time Interaction

The real-time nature of the interaction with our UI, particularly the real-time gener-
ation of music in response to navigation within the latent space may offer users ways
to develop an intuition about the working of the model. In other words, the immedi-
ate feedback and interaction loop offer opportunities for users to be able to get the
gist of how the AI works in terms of the relationship between the latent space and
the music it may produce when the musical attributes are changed. Moreover, the UI
keeps the original input used to generate music and shows the original location in the
latent space whilst the latent space is being navigated. We suggest that this allows for
exploratory or trial-and-error learning of the AI model as the user can always return
to the original state. It also allows for contrastive example based learning as the user
can compare their original input to the variety of generative outputs produced as the
space is navigated. There are similarities here to the design of Hyperscore (Farbood et
al., 2007) where the original melody is always shown as reference whilst whilst musical
parameters are changed. Our real-time interaction approach also aligns with creativity
support tool design principles such as (Shneiderman et al., 2006)’s principles of sup-
porting explorations and designing creativity support tools which offer a high ceiling
for creativity.

The real-time feedback loop in combination with the visualisation of latent space
and a user’s location within it offers chances for increasing grounding with the AI from
a stage 1 where we know that the AI has done something, but we are not sure what,
to stage 2 where users may start to build an understanding of what the AI has done
in response to their input.
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In terms of the role of our AI, the real-time interaction moves our model from being
a pen-pal to more of a colleague interacting in real time, though there is a lack of
agency on the part of our model to really co-create with. The model also lacks any
explicit explanation of why it generates the music it does - the user must infer the
explanation from their navigation of the latent space, meaning that the model does
not take on the role of coach. In terms of music making it is plausible that this makes
the model more suited to a duet style improvisation for real-time performance, or a
composition idea generator for less live situations.

4. XAI for Music Challenges

Building our generative AI model and reflecting on its use has raised a number of re-
search challenges for explainable AI and music outlined in this section. The challenges
have been used to inform thinking about explainable AI and the arts more broadly
(Bryan-Kinns, Ford, et al., 2023).

4.1. Challenge: The Nature of Explanation

The open ended nature of creative endeavours such as music making raises questions
about how much we might want to understand and AI in creative settings and what
kinds of explanations might be appropriate. Being surprised, confused, delighted, or
reflective (Candy, 2019; Ford & Bryan-Kinns, 2022b, 2023) are often integral to cre-
ative activities. Indeed, failure is often embraced as a resource in creative endeavours
(Hazzard et al., 2019). These characteristics of creative activities require a balance
between skills and challenge (cf. flow theory Cśıkszentmihályi (1990)), for example,
balancing between explainability and surprise, efficiency and serendipity, ease-of-use
and playful challenge. These balances are in contrast to the more functional goals of
explainability, transparency, and interpretability outlined in definitions of XAI pro-
posed in (Gunning, 2016) and expanded in (Guidotti et al., 2018), and raise questions
about what the nature of explainability in creative settings might be. For example,
in human group music improvisation most of the communication that hold the group
together is non-verbal and implicit, such as gestures, nods, physical position, eye con-
tact, or even musical emphasis (Healey et al., 2005). The musicians in such settings
do not request an in-depth explanation of each note that is produced and why it was
chosen but instead rely on an intuition about each other’s performance styles and
practice to understand how the improvisation might progress within the socially con-
structed setting of music making. Generative AI systems such as Shimon (Hoffman &
Weinberg, 2010) and McCormack et al. (2019)’s collaborative AI drummer embrace
this balance between communication of system state and the socially constructed ex-
pectations of music improvisation by communicating indications of current potential
future AI states through physical gesture and emoticons respectively. In this way the
explanations are much more about conveying the gist of what the AI is doing and
why, and very much less about providing in-depth explanations of features of models
or predictions. Partly this is due to the in-the-moment nature of music making which
requires sufficient information to progress the collaboration, but not so much that it
stifles the creative process itself.
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4.2. Challenge: AI Models, Features, and Training Data

There are an ever increasing number of generative AI models for music and the arts
more broadly. For music generation the models range from probability based models
such as Markov Chains (Ames, 1989; Whorley & Laney, 2020) through to deep learning
techniques (Briot & Pachet, 2018). Whilst probablistic approaches typically offer more
explainable models than deep learning models their outputs are often less novel than
deep learning models. In this chapter we chose to use the MeasureVAE architecture
to build our demo as such deep learning models have become increasingly popular
in recent years and generate convincing musical outputs (Carnovalini & Rodà, 2020;

Herremans et al., 2017; B. L. Sturm, Ben-Tal, Úna Monaghan, et al., 2019). We could
have chosen other models and architectures for our demo and this would have changed
the nature of the explanations that could be imposed on and offered by the model.
However there is very little research about how AI models are used in creative practice
(Karimi, Rezwana, Siddiqui, Maher, & Dehbozorgi, 2020; Louie, Cohen, et al., 2020;
B. Sturm, 2022), and we found no research about how XAI is used in music making.
This means that there are open research questions about which XAI models are more
or less appropriate for different forms of artistic practice broadly such as music or
visual arts, and which are appropriate for different activities within an art form such
as music composition and music improvisation.

In addition to a lack of research on which XAI models might be appropriate for
music making we found no research on the suitability or appropriateness of features
used in explanations. For example, in this chapter we selected four musical parameters
to be used in our XAI system - rhythmic complexity, note density, note range, and
average interval jump. These were selected as representative of current generative AI
research and Music Information Retrieval research, but they are only a small subset
of the possible musical features we could have used, and we do not know what effect
the different features chosen have on the performance of the model or its explana-
tions. Moreover, the features we chose focused on the pitch and rhythmic aspects of
a measure of music and did not consider higher level features such as timbre, genre,
mood, composition structure, and so on which musicians may be interested in when
making music. In addition, for a non-musical user, the system may still present some
explainability barriers as the chosen parameters – although labelled and visualised –
require the user to have some prior understanding of music and musical features. Other
control mechanics, such as the semantic sliders used in (Louie, Cohen, et al., 2020),
may be more appropriate here, although these currently do not give explanations for
the link between interaction and output.

In keeping with other generative music research we trained our demo system on
a commonly used Irish Folk Music dataset (B. L. Sturm et al., 2016). However, this
limits the tonal and rhythmic features of the music we generate to the characteristics
of the Western music canon, specifically folk music. The reliance on datasets such as
the Irish Folk Music dataset mean that generative systems such as ours and others
in the field reinforce the marginalisation of smaller datasets and other genres leading
to limited diversity of musical styles used and generated. Future research needs to
consider how musical genres beyond the Western canon can be better included in AI
training, especially where model training might require large datasets biasing them to-
wards using large and well established datasets which are typically within the Western
canon. More broadly, this challenge of diversifying training data connects with one of
the grand challenges of Human-Centred AI (Garibay et al., 2023) which is to design
AI that is inclusive by using de-biased datasets to ensure fairness and to promote
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accountability by developers.
To begin to explore these challenges of XAI models, features, and training datasets

we compared the MeasureVAE model with 4 regularised dimensions used in this chap-
ter to an AdversarialVAE (Kawai, Esling, & Harada, 2020) with the same 4 musical
features applied to control its music generation. We compared the effect of different
numbers of latent dimensions on music generation, and compared the effect of train-
ing MeasureVAE on datasets of four different musical genres: Irish folk, Turkish folk,
Classical, and pop. In this comparison (Bryan-Kinns, Zhang, Zhao, & Banar, 2023) we
found that MeasureVAE was better at generating music in the style of its training data
whereas AdversarialVAE was more controllable with the four musical attributes. We
also found that MeasureVAE performed best when generating low complexity music
such a pop and rock, and that 32 or 64 latent dimensions were optimal for Measure-
VAE when regularising four of the dimensions to the musical features used in this
chapter. This initial investigation illustrates the impact that AI models, datasets, and
musical features have on generative models which are designed to be explainable and
highlights the importance of exploring these aspects in future XAI research.

4.3. Challenge: User Centred Design for XAI

The challenges above highlight the need for involving users in the design of XAI for
music. For example, to ensure that appropriate attributes for explanation are selected
for musicians to actually use in their practice, and more broadly to explore how artistic
identity can be incorporated and expressed in, with, and through such systems. In-
volving users in AI design and co-design a grand challenge for HCAI research (Garibay
et al., 2023) and yet there is very little research on using User Centred Design (UCD)
approaches to drive the creation of XAI systems (Zhu, Liapis, Risi, Bidarra, & Young-
blood, 2018). Moreover, there is no research to date on UCD for XAIxArts. This means
that there are open research questions about how to include musicians in the co-design
of generative music systems. Similarly, there are open research questions about how
such XAI systems are used, unused, misused, and appropriated in real-world music
making practice. Indeed, whilst there have been reports of the use of AI in music mak-
ing such as the Illiac Suite (Hiller & Isaacson, 1957), Calliope (Bougueng Tchemeube,
Ens, & Pasquier, 2022b), or experiments by the band Dadabots (Zukowski & Carr,
2018)) there is no research to date on the role of explainable AI in such creative set-
tings. Furthermore, as highlighted earlier, there is a need for XAI designers to develop
systems which exhibit sensitivity towards the particular social and cultural context
(Nyrup & Robinson, 2022), especially the case in music which often relies on hyper-
localised references and traditions.

It should be noted that in this chapter we have focused primarily considered individ-
ual musicians as users of generative XAI systems. Other possible XAI target audiences
are also important to consider such as ensembles of musicians, and audiences of music
performances, who could equally stand to benefit from clearer explanations of gener-
ative AI in music performance. Taking a broader and more critical and post-human
perspective, XAIxArts interfaces could follow calls in HCI research to subvert user-
centricity in favour of more-than-human approaches (Wakkary, 2021).

To begin to explore how such XAI systems might be appropriated in existing mu-
sic making practice we developed a second UI (Banar, Bryan-Kinns, & Colton, 2023)
for the demo outlined in this paper. This second UI was built as a Max4Live plugin
to allow deployment and use within musicians’ musical practice and music making
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Figure 9. Screenshot of the Max4Live plugin user interface

workflows as illustrated in figure 9. To explore its use in music making practice an
autoethographic study incorporating the demo into a rule-based composition practice
and music workflow was carried out (Noel-Hirst & Bryan-Kinns, 2023). In this way
the demo was deployed beyond its original genre (Irish Folk) and expanded its use
beyond a standalone music generator by integrating it into a music workflow including
a rule-based rhythm generator, monophonic processor, piano roll, and MeasureVAE
demo. In the study the combination of rule-based composition systems with gener-
ative AI was found to offer new ways to musically explore the latent space of the
generative model - by permuting the output of the rule-based system and using this
to drive navigation of the latent space the musician-researcher was able to “explore
the under-defined contours of the latent space through example” (ibid.). In this way
music generated by MeasureVAE was driven and explored by a rule-based composition
system rather than by direct manipulation of parameters. The study also highlighted
the potential of the XAI to provide insight into more opaque systems. In this case
the musician-researcher used the visual representation of the latent space in the UI as
a way of understanding the output of their rule-based composition system which in
turn offered opportunities for fine grained control of the rule-based system not easily
achieved without the visualisation. Whilst these are preliminary findings from early
stage research they already highlight the potential use and appropriation of such a
XAI music system beyond being a standalone Irish folk music generator.

4.4. Challenge: Interaction Design of XAI

There is little research to date on how to design the interaction with XAI for music and
the arts more broadly. For our demo this raised Interaction Design questions including:
which AI features to present to the user; how to visualise and navigate high dimensional
data, in our case 4 regularised dimensions, but there could very well have been many
more dimensions to interact with; how to represent and manage the entanglement
between dimensions; and how to provide real-time interaction in a temporal art form
(music). These Interaction Design challenges will be compounded when designing for
use in music practice and real-world workflows where interacting with the AI will likely
be a secondary focus to the overall creative practice and workflow.

Visualisation is currently the primary design discipline of interest with regards to
XAI, and there are many surveys of visual design methods for XAI that can serve
to ground the development of XAI for music and XAIxArts interfaces more broadly.
Alicioglu and Sun (2022) provide a comprehensive survey of such methods, noting
several important challenges. The main challenge is scalability in data representation as
dimensionality increases, both from a visual clutter perspective and from an interface
performance perspective. This has always been a key issue for musical interface design,
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which is in this case compounded by the curse of dimensionality. A close second is that
despite the extent of XAI research, there is no consensus and little evaluative literature
on which data and models should be paired with which visual methods; instead they
find that most solutions trend towards specialisation. This point is reiterated in another
recent review by Krajna, Kovac, Brcic, and Šarčević (2022), who note that there
is similarly a lack of standardised dataset and unbiased metrics for evaluating XAI
systems and interfaces. They also note an additional challenge, that XAI research is
constantly playing catch-up to the latest developments in model architectures and
data regimes, with no guarantees that existing XAI methods will necessarily transfer
to new innovations.

One area of interactive visualisation research that can provide designers with useful
examples and inspirations is in interactive articles, which are sometimes known as ex-
plorable explanations4 after the Bret Victor article of the same name5. The explorables
community of data visualisation designers, data journalists and open source software
developers has explored many approaches to using narrative, plurality of representa-
tions, and rich multimedia to enhance comprehension of complex phenomena of many
kinds (Heer, Kale, & Jeffrey, 2019). This community directly influenced Distill6, an
experimental publication platform that ran from 2016-2021, dedicated to innovation
in making machine learning research “clear, dynamic and vivid”.

Aside from the visual methods, auditory display (Kramer, 1993), auditory aug-
mentation (Weger, Hermann, & Höldrich, 2018, 2022), sonification (Hermann, Hunt,
& Neuhoff, 2011) and sonic interaction design (Franinovic & Serafin, 2013) are unex-
plored with regards to XAI for music, and are clear choices for taking advantage of the
listening skills of musicians. These domains are already being explored for increasing
understanding of AI, for example in AIive which introduces interactive visualisation
and sonification of neural networks in virtual reality (Lyu, Li, & Wang, 2021), and
SonOpt which proposes methods for sonification of bi-objective population-based op-
timisation algorithms (Asonitis, Allmendinger, Benatan, & Climent, 2022). Toolkits
for sonification are also becoming more widely accessible and integrated into machine
learning contexts, for example sc3nb, a new Python-based sonification framework (Her-
mann & Reinsch, 2021). The sonification literature also spans beyond informative dis-
plays and technical innovations, considering the impact of aesthetic and ritualisatic
dimensions of sonic communication Morabito, Armitage, and Magnusson (2022), all
of which can be drawn on to inspire.

The challenges and opportunities in interaction design for XAI for music are not
constrained only to the visual and audio domains. Music is in many ways also a tactile
domain, and Maliheh Ghajargar et al. have in recent years pioneered what they refer
to as graspable AI (Ghajargar & Bardzell, n.d.; Ghajargar, Bardzell, Smith-Renner,
Höök, & Krogh, n.d.). Their approach centres around the exploration of different forms
of embodiment and tangibility for making AI understandable, building off the rich HCI
literature in this domain to meet contemporary challenges around XAI, FAccT and
HCAI. Music interaction designers and researchers are of course well aware of the
potential affordances of haptics (Papetti & Saitis, 2018). Tangible XAI is particularly
promising in that it hints at approaches that avoid some of the aforementioned chal-
lenges with visual methods, while also tapping into extant musical sensorimotor skill.
It also proposes to build off less explicit, subconscious intuition acquisition processes
associated with direct manipulation (Nimkulrat, 2020), that are also being exploited

4https://explorabl.es
5http://worrydream.com/ExplorableExplanations/
6https://distill.pub/
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in craft HCI contexts to enable manual exploration of subtle, micro scale details of
digital artifacts (Armitage, Magnusson, & McPherson, 2023a, 2023b).

We also wish to highlight conceptual approaches to interaction design for XAI for
the arts that may prove provocative and perhaps useful. Sanchez et al. (Sanchez,
Caramiaux, Thiel, & Mackay, 2022) found that exposing model uncertainty to users
in an interactive machine learning (IML) context increased user confidence. While
datasets and models have greatly increased in size and complexity of late, researchers
still turn to toy models (Chughtai, Chan, & Nanda, 2023) and synthetic data (Liu,
Michaud, & Tegmark, 2023) to reveal fundamental insights. These approaches show
that getting hands-on with the exact opposite of the complex black boxes users are
commonly presented with today, can be a driver for intuition and trust. Interaction
designers should explore not just synthesised explanations, but also training processes,
synthetic datasets and simplified but more interactive versions of entire models.

The XAI demo discussed in this chapter follows HCAI principles in giving the user
more control over how they navigate a data set, whilst the AI automates the writing
of measures of music (Shneiderman, 2022). A potential challenge, to be explored in
future user studies, is whether users blindly trust that the systems output will fit
into their own creative practice. HCAI guidelines on responsible design (Garibay et
al., 2023) suggest that AI designs should actively dissuade users from blind trust of
a machine and instead persuade them to critically question AI output. However, in
music we have seen tools perceived as infallible and their use as being the “best” option
because of cultural perceptions of technology somehow knowing better than human
understanding (Reed & McPherson, 2023). Much of technology use in day-to-day life
revolves around providing objective output; culturally, we are predisposed to believing
tech interventions provide one correct response. Perhaps, approaches to designing for
reflection (Ford & Bryan-Kinns, 2023) will be useful to explore, moving away from
approaches on designing engagement where self-awareness and conscious thinking is
discouraged cf. flow theory (Cśıkszentmihályi, 1990), which is more frequent in classic
creativity support tool research (Shneiderman et al., 2006). Indeed, it may be that
XAI should be aiming to ensure that people trust themselves creatively as much as
the tool itself. Endeavors in explainable AI might then focus on shifting AI’s perceived
role as providing “optimal” or “correct” solutions to that of just another tool in the
creative arsenal.

5. Conclusions

Explainable AI and Human-Centred AI more broadly are growing research fields which
have the potential to contribute to making AI systems more artist-centric. In doing so
XAI and HCAI for the arts would offer opportunities to augment and supercharge hu-
man creativity and agency rather than dis-empowering and disenfranchising in a world
of autonomous AI generation systems. However, as highlighted in this chapter, current
AI models for music generation offer very little explanation and human-centred inter-
action, typically generating content with little or no user-interaction. As AI systems
are increasingly used for music creation they inevitably shape our musical culture,
increasing the need for explainable AI for music to help us understand their use and
behaviour. Indeed, increasingly autonomous AI risks diminishing human creativity, re-
moving human agency from creative processes, and devaluing human creativity itself.
As noted in this chapter, the reliance on a small set of training datasets predominantly
from the Western canon also risks the homogenisation of music to this narrow set of
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genres and a marginalisation of musical skills and traditions which not in our current
training sets and which may not be amendable to generation by current AI models.

In this chapter we highlighted the lack of explainability in current AI models for
music. We proposed a classification framework for XAI for the arts which considers
the role of the AI, the interaction offered by the AI, and the potential grounding with
the AI in interaction. We suggest that designing for increasing levels of the entangled
categorises increases the explainability of AI in creative settings. We demonstrated
the development and use of an XAI for music by offering musical control of music
generated by an AI. By comparing our model, features, and training dataset to others
we illustrate the impact of these on the performance of XAI models.

Our view is that XAI for music and the arts more generally needs to move away
from functional explanations deployed in other domains and focus more on conveying
the gist of what the AI is doing and why. This move of XAI from functional domains
to more creative, aesthetic, and experiential domains mirrors in some ways the shift of
HCI from usability to third wave HCI (Bødker, 2015) concerns of meaning making and
user experience. As we move into these more creative and cultural domains our XAI
research also needs to embrace the creative practice, norms, and cultural dimensions
that socially construct art.
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